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Computational Modeling of Tip
Heat Transfer to a Superscale
Model of an Unshrouded Gas
Turbine Blade
Control of over-tip leakage flow between turbine blade tips and the stationary shroud is
one of the major challenges facing gas turbine designers today. The flow imposes large
thermal loads on unshrouded high pressure (HP) turbine blades and is significantly
detrimental to turbine blade life. This paper presents results from a computational study
performed to investigate the detailed blade tip heat transfer on a sharp-edged, flat tip HP
turbine blade. The tip gap is engine representative at 1.5% of the blade chord. Nusselt
number distributions on the blade tip surface have been obtained from steady flow simu-
lations and are compared with experimental data carried out in a superscale cascade,
which allows detailed flow and heat transfer measurements in stationary and engine
representative conditions. Fully structured, multiblock hexahedral meshes were used in
the simulations performed in the commercial solver FLUENT. Seven industry-standard
turbulence models and a number of different tip gridding strategies are compared, vary-
ing in complexity from the one-equation Spalart–Allmaras model to a seven-equation
Reynolds stress model. Of the turbulence models examined, the standard k-� model gave
the closest agreement to the experimental data. The discrepancy in Nusselt number ob-
served was just 5%. However, the size of the separation on the pressure side rim was
underpredicted, causing the position of reattachment to occur too close to the edge. Other
turbulence models tested typically underpredicted Nusselt numbers by around 35%, al-
though locating the position of peak heat flux correctly. The effect of the blade to casing
motion was also simulated successfully, qualitatively producing the same changes in
secondary flow features as were previously observed experimentally, with associated
changes in heat transfer with the blade tip. �DOI: 10.1115/1.3153307�
Introduction
The pursuit of increased performance in modern gas turbine

esign has driven turbine entry temperatures steadily toward the
toichiometric combustion temperature, subjecting turbine blade
ips to an increasingly harsh environment. Modern engines run-
ing at higher speeds impose increased mechanical loads both on
he shroud of a shrouded HP turbine blade and the structure re-
uired to support it. In spite of the additional tip leakage expected,
here has, therefore, been a gradual shift toward unshrouded alter-
atives. This has brought tip heat transfer and leakage flow to the
orefront and made it a priority for aeroengine research.

A review of tip leakage research was presented in 2001 by
unker �1�, which details many experimental and some computa-

ional investigations of the subject. Mayle and Metzger �2� pre-
ented the first blade tip heat transfer study, performed using a
imple 2D model representative of a blade tip. A rotating cylinder
uspended above the test surface simulated the moving endwall.
n doing so, the authors found the effect of the relative endwall
otion to be minimal, a conclusion that has not always been

upported by more recent studies undertaken in cascade environ-
ents. Yaras and Sjolander �3� investigated the effect of relative

ndwall motion in an aerodynamic study performed in a linear
ascade using an electrically driven rubber belt as the endwall. A
elatively large tip gap of 3.8% chord was used, allowing a low-

1Present address: GE Corporate Research, Schnectady, NY 12309.
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blockage three hole probe to measure the leakage flow directly. A
50% leakage mass flow reduction was observed when the belt was
run at an engine representative speed.

Azad et al. �4,5� used a transient liquid crystal technique on a
linear cascade using the GE-E3 first rotor stage aerofoil to study
the heat transfer to the blade tip surfaces of both flat tip and
squealer tip blades. Heat transfer measurements in both cases
were taken at tip clearances of 1%, 1.5%, and 2.5% blade spans.
The squealer tips showed significantly reduced heat transfer com-
pared with the flat tips at similar tip conditions. The magnitude of
measured heat transfer for both geometries was found to be very
sensitive to tip clearance, although the spatial distributions were
qualitatively unchanged by the tip gap. Further squealer tip con-
figurations were later tested by Kwak et al. �6� using the same
cascade.

As the price of computational power has fallen, numerical in-
vestigations into the tip flow have become ever more popular.
Bunker et al. �7� presented the experimental data obtained using a
similar technique to that employed by Azad et al. �4,5� with a
two-passage linear cascade. Ameri and Bunker �8� simulated the
experimental rig numerically, using hexahedral meshes run with
the LERC-HT solver and the Wilcox k-� turbulence model �9� with
modifications by Menter �10�. A sharp-edged flat tip was simu-
lated as well as a radiused-edged flat tip. The agreement between
the experimentally measured and computationally predicted heat
transfer coefficients was reasonably good over the majority of the
tip surface, with a typical discrepancy of 15–20% in heat transfer
coefficient for the sharp-edged blade. The prediction of the
radiused-edged blade was better, with errors below 15% over the
tip surface due to the elimination of the separation and reattach-

ment on the pressure side edge. Yang et al. �11,12� simulated the
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E-E3 blade used by Azad et al. �4,5� with unstructured meshes
olved in FLUENT. They simulated a single blade with the use of
eriodic boundary conditions and compared their heat transfer
redictions to those measured by Azad et al. �4,5�, achieving rea-
onable agreement with both the flat tip and the squealer tip
lades. Three turbulence models were used in each case: the stan-
ard k-� model, renormalized grouping �RNG� k-� model, and
eynolds stress model �RSM�. In both cases, the standard k-�
odel was found to overpredict the heat transfer coefficient, while

he RNG k-� model was the best for the flat tip and the RSM
roved the best for the squealer tip. The overprediction found with
he standard k-� model was attributed to excessive production of
urbulent kinetic energy in the shear layer around the separation
ubble on the pressure side edge.

In this paper, a test of seven different turbulence models is
erformed on large scale blades at engine representative speeds.
he predicted heat transfer coefficient distributions are compared
ith the experimental data obtained from the Oxford superscale

ascade �13,14�. The effect of a moving endwall on the heat trans-
er distribution to the blade tip is also simulated.

Experimental Setup
Details of the experimental setup in the Oxford superscale cas-

ade and the experimental conditions used are fully described in
efs. �13–15�, and are described briefly here for completeness. A

hree-passage linear cascade was used, with a motorized rubber
elt to allow the moving endwall to be simulated, as shown in Fig.
. The belt extends far enough upstream to ensure a correctly
kewed boundary layer at the blade leading edge. The blade pro-
le used is a low speed version of the RT27a aerofoil, a high-work
P turbine blade somewhat representative of those found in mod-

rn aeroengines. The blades have a chord of 1 m, an axial chord of
.808 m, a span of 1 m, and turn the flow through 111.45 deg. All
f the edges on the blade tip are sharp. All simulations were
erformed at a tip gap of 15 mm �1.5% chord�. The cascade Rey-
olds number, based on axial chord and cascade exit conditions,
as 4.0�105, with a freestream velocity of 3.5 m/s and a cascade

xit velocity of 7 m/s. The experimental conditions are summa-
ized in Table 1.

Blade tip surface temperature measurements were made using
nfrared thermography in steady-state experiments, as fully re-
orted in Refs. �13,15�. For this experiment, the flat tip of the
nstrumented blade was constructed from a laminated sandwich of
lue, Kapton, and copper as shown in Fig. 2. The copper layer
as photochemically machined to create a series of 5 mm wide

Fig. 1 Schematic of the linear cascade
ectangular copper strips with 0.5 mm gaps between neighboring

31023-2 / Vol. 132, JULY 2010
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strips. A current passed in series through these strips produced a
constant heat flux condition. The input DC current and voltage
were monitored throughout the experiment. Steady-state condi-
tions were obtained after 10–15 min of operation. The temperature
of the back surface of the tip, which was painted black to provide
a surface of known emissivity, was monitored using an IR camera.
The temperature resolution of the camera was �0.15°C, while the
spatial resolution was 320�240 pixels. To obtain sufficient res-
olution, images were recorded at three camera positions and a
composite image was used in subsequent analysis. Three foil ther-
mocouples mounted on the test surface provided reference tem-
peratures to aid data processing and real-time IR camera calibra-
tion, while also providing reference locations to allow the images
to be accurately aligned. These measurements, combined with an
upstream air temperature measurement by a thermocouple, al-
lowed heat transfer data to be determined. Corrections were made
for radiation by considering the inside of the blade cavity as a
black body and the tip gap as a pair of parallel plates of known
emissivity. Furthermore, free convection in the blade cavity and
lateral conduction losses in the tip substrate were corrected for,
making the final equation used to compute the convective heat
transfer coefficient

h =

VI − RI2

As
− ���Tw

4 − Tg
4�

Tw − Tg
− 0.4717�Tw − Tg�0.5339 �1�

This measurement and calculation has an associated typical un-
certainty in heat transfer coefficient of 5%, rising to 16% for peak
values in heat transfer coefficient �13�, as shown in Table 2, cal-
culated using a perturbation technique �16�. The measures and
associated uncertainty are detailed in Table 2. All heat transfer
results are presented in the form of Nusselt number, nondimen-
sionalized with respect to the blade axial chord �0.808 m�. Flow
velocity measurements were also obtained by particle image ve-
locimetry and are fully reported in Refs. �13,14�.

2.1 Computational Method. The simulations described in
the present study were performed in the unstructured commercial
solver FLUENT 6.3. The pressure-based implicit solver, a cell-

Table 1 Summary of experimental conditions

True chord 1.0 m
Axial chord 0.808 m
Blade span 1.0 m
Blade turning angle 111.45 deg
Tip gap 15 mm
Reynolds number 4.0�105

Freestream velocity 3.5 m s−1

Cascade exit velocity 7 m s−1
Fig. 2 Layers comprising the 210 �m thick blade tip
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entered finite volume, pressure-corrector algorithm, was used in
steady formulation in all cases. Second order discretization was

sed for all variables and the density formulation used was
ncompressible-ideal-gas. This implies that the density of the flow
aries with local gas temperature but not pressure. It was found
hat the momentum equation had to be significantly underrelaxed
o achieve convergence and an underrelaxation factor of 0.3 was
sed.

2.2 Computational Domain and Boundary Conditions. A
ingle blade was simulated using periodic boundary conditions.
onsiderable care had been taken with the experimental work to
nsure that a periodic pressure distribution had been obtained
round the aerofoil, particularly in the tip region, which allowed
his approach to be used. This enabled a much smaller computa-
ional volume to be used, reducing the mesh sizes and allowing
reater grid refinement. The computational domain used is shown
n Fig. 3.

The inlet boundary layer was measured experimentally by the
raverse of a total pressure probe at a maximum resolution of 1.27

m on a plane 1.11 m upstream of the blade leading edge. The
nlet turbulent intensity was also measured on this same plane
sing a hot-wire probe. In order to obtain appropriate boundary
onditions for use with the periodic flow assumption, a computa-
ional fluid dynamics �CFD� simulation of the full three-passage

able 2 Uncertainty analysis results for minimum, maximum,
nd typical values of h

Parameter
Typical values for
min/max/typical h �Xi

�h

�Xi
�Xi

Min 27.68 0.1004
Max 27.44 0.138 0.6782

Typical 27.6 0.2950

Min 4.5 0.1004
Max 4.5 0.023 0.6782

Typical 4.5 0.2950

Min 0.3418 �0.0112
Max 0.3418 0.003418 �0.0760

Typical 0.3418 �0.03288

s Min 0.1452 �0.189
Max 0.1452 0.001452 �1.280

Typical 0.1452 0.5570

eff Min 1.08 �0.378
Max 1.08 0.054 �0.320

Typical 1.08 �0.3334

w Min 61.54 �0.263
Max 26.87 0.5 10.28

Typical 35.00 �1.974

g Min 18.8 0.136
Max 20.6 0.3 6.148

Typical 20.5 1.164

omputed values h
Min 7.895
Max 120.37

Typical 47.07

ncertainty,
�h

h

Root sum square
�%�

Worst-case
�%�

Min 6.78 14.91
Max 10.04 16.17

Typical 5.14 9.88
ascade using the experimentally measured inlet conditions was

ournal of Turbomachinery
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performed and the flow conditions at the new inlet plane saved as
a profile. This ensured representative inlet conditions were used in
the final simulations.

To simulate the experiments, the CFD simulations were run
with a constant heat flux boundary condition on the blade tip
surface. The predicted blade tip surface temperature fields were
then used to calculate the heat transfer coefficient and hence the
Nusselt number fields.

2.3 Meshing Strategy. All meshes used were generated in
ICEM CFD 11. A structured multiblock hexahedral approach was
taken to allow the alignment of gridlines with the flow directions
in order to aid convergence. A detail of the computational mesh in
the region of the blade tip is shown in Fig. 4. Great care was taken
to ensure good mesh quality throughout the domain, with both an
inner O-grid �which lies in the tip gap above the solid blade� and
an outer O-grid �which surrounds the blade� added around the
aerofoil profile to keep cell skewness to a minimum. Cell growth
ratios were kept below 1.2 and sudden changes in cell size be-
tween adjacent blocks were eliminated. For the coarse mesh in-
tended for use with standard wall functions, the mesh sizing was
chosen such that wall-adjacent cell y+ values, as reported from
that simulation, on the blade tip fell between 30 and 60, ensuring
that the first cell was placed within the fully turbulent region of
the boundary layer. By contrast, for the finer meshes where
boundary layer resolution was attempted, wall-adjacent cell y+

Fig. 3 Computational domain

Fig. 4 Detail of blade tip mesh with mesh cut-planes „“fine

„adjusted…” mesh shown…

JULY 2010, Vol. 132 / 031023-3
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alues below 5 were achieved on the blade tip surface to ensure
hat the first node was placed within the laminar sublayer. This
llowed the resolution of the boundary layer and thus avoids the
eed for wall functions based on an assumed boundary layer pro-
le.

2.4 Moving Endwall. In order to test the effect of the moving
ndwall on the computational predictions, two simulations were
un, one with the endwall stationary and one with the endwall
oving at the engine representative speed of 4.7 m/s, using oth-

rwise identical conditions.

2.5 Turbulence Models. All turbulence models available
rom the graphical user interface in FLUENT were tested, as de-
ailed in Table 3. Where a near-wall treatment was required, the
nhanced wall treatment was selected for use with the fine meshes
as detailed in Sec. 2.6�, which blends a turbulence model valid in
he viscous affected region with the selected turbulence model to
llow resolution of the boundary layer. Standard wall functions
ere used with the coarse mesh.

Table 3 Summary of turbulence models

urbulence model

palart–Allmaras
tandard k-�

� Enhanced wall treatment used with fine
meshes/standard wall functions used with

coarse mesh
ealizable k-�
NG k-�
tandard k-�
ST k-�
eynolds stress model

Table 4 Summary of meshes

Very
fine Fine

Fine
�adjusted� Coarse

esh size ��106� 5.0 2.8 2.8 0.5
odes in tip gap 40 33 37 8
irst cell height in tip gap �mm� 0.05 0.1 0.1 3.8
aximum cell height in tip gap �mm� 0.94 0.93 0.63 3.8
aximum y+ on blade tip �as reported

rom output� 1.1 2.0 2.0 60
Fig. 5 Tip gap mesh refi

31023-4 / Vol. 132, JULY 2010
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2.6 Grid Independence Testing. In order to ensure grid in-
dependence, three meshes of varying refinements were created
from the same blocking structure. These were relatively fine
meshes designed to resolve the boundary layers. By comparing
results from the very fine mesh with the fine mesh, the effect of
the first cell height in the tip gap could be observed, while differ-
ences between the fine and fine �adjusted� meshes showed the
impact of the maximum cell height within the tip gap. The meshes
are summarized in Table 4 and illustrated in Fig. 5 for the tip gap
region. All three meshes were run using the Spalart–Allmaras tur-
bulence model and identical solver settings. These produced near
identical Nusselt number distributions, leading to the conclusion
that the simulations were indeed grid independent.

A fourth mesh, intended for use with standard wall functions,
was also generated using the same blocking structure. This coarse
mesh was designed to give a reported y+ of between 30 and 60
over the blade tip surface, and as such is much coarser than the
other meshes.

2.7 Convergence Criteria. Convergence of the simulations
was judged on residual histories, mass flux imbalance, and the
Nusselt number distribution on the blade tip. At convergence, all
simulations had an overall mass flux imbalance of less than 0.5%
and steady scaled residuals of below 10−3 �10−6 in the case of the
energy residual�. Furthermore, the simulation was run until the
integral of the Nusselt number over the blade tip surface was
unchanging with further iterations, ensuring that the Nusselt num-
ber distribution was steady.

3 Results

3.1 Flow Field. Pathlines from a simulation using the very
fine mesh and the Spalart–Allmaras turbulence model are shown
in Fig. 6. All of the flow features documented in the numerous
flat-tip studies available in literature are visible. The leakage flow
separates over the sharp pressure side edge, creating a captured
vortex within the separation bubble. The over-tip leakage flow is
approximately chordwise in the forward part of the blade tip and
approximately perpendicular to the blade chord in the latter part.
This leakage flow rolls up into a tip leakage vortex on meeting the
main passage flow. This vortex counterrotates relative to the
horseshoe passage vortex.

Figure 7 shows a comparison of flow velocity between the ex-
perimental data and simulations run on the very fine mesh and the
coarse mesh in the crucial tip-gap region. Both simulations used
nement comparison

Transactions of the ASME
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he Spalart–Allmaras turbulence model. While there is some dis-
repancy in the magnitude of the flow velocities, the very fine
esh has correctly predicted the shape of the flow in the region,

ncluding the separation bubble underneath the pressure side edge.
he location of flow reattachment on the tip surface is also cor-

ectly resolved. The results from just one of the fine meshes are
resented here as the results from the three fine meshes are indis-
inguishable by the eye. By contrast, however, the coarse mesh
acks the resolution to predict adequately the over-tip leakage
ow, with the simulated flow field bearing little resemblance to

hat which is measured. The separation bubble seen over the pres-
ure side edge is entirely absent from the flow.

3.2 Heat Transfer Results. All heat transfer results are pre-
ented in the form of Nusselt number, which is defined as

Nu =
hCax

k
�2�

here

Fig. 6 Pathlines of flow over blade tip

ig. 7 Velocity „m s−1
… contours through the tip gap on a
ransverse plane

ournal of Turbomachinery
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h =
qtip

Tw − Tg
�3�

This form directly scales local heat flux if small changes in total
temperature caused by work done by the moving endwall may be
ignored.

Figure 8 shows a comparison between the local Nusselt number
distributions from the very fine mesh and the coarse mesh. The
results from the very fine mesh have the expected shape of the
heat transfer distribution, showing the peak near the pressure side
from flow reattachment and the broad region of low Nusselt num-
ber found at the nose of the blade tip �the “sweet spot”�. Once
again, results from only a single fine mesh are presented, as the
differences between the fine mesh results are barely discernible by
the eye. However, the coarse mesh fails entirely to capture any of
the key features in the heat transfer distribution. This is due to the
lack of resolution preventing the correct flow field from being
established, as already illustrated in Fig. 7. At high speed, the
boundary layers would be thinner and a larger number of nodes
would have to be present in the tip gap to achieve the same re-
ported y+ values. It is therefore unclear whether standard wall
functions could be used for high speed environments. The highly
disturbed nature of the flow field for more realistic, nonflat tips
also suggests that the use of wall functions would not easily be
justified. It should be noted that as the velocity field is incorrect,
the reported y+ values of 30–60 over the blade tip are not true y+

values, as an incorrect value for u� will have been calculated by
the solver based on the computed flow field. However, this result
is illustrative of the potential danger that could befall a CFD prac-
titioner if appropriate checks are not made.

The heat transfer results from the moving endwall simulations
are presented in Fig. 9. These runs used the very fine mesh and the
Spalart–Allmaras turbulence model. The effect of the relative end-
wall motion is twofold. First, the peak in the heat transfer coeffi-
cient at the point of flow reattachment along the pressure side
edge is slightly increased in magnitude, and second, the peak is
shifted closer to the pressure side edge. These qualitative obser-
vations match those found in the experimental results.

The blade tip heat transfer results from the simulations using
different turbulence models are plotted in Fig. 10, along with the
experimental data. It should be noted that experimental data are
not available right up to the edge of the tip, as the surface was
viewed from inside the blade. The “rim” seen around the data
does not, therefore, indicate any external physical feature. For
these turbulence model tests, the fine �adjusted� mesh was used
and the endwall was stationary. For ease of comparison, the per-
centage difference in Nusselt number between the experimental
and numerical simulation data is shown in Fig. 11.

All of the turbulence models captured the qualitative trends of
the Nusselt number distributions. Most of the turbulence models
underpredicted the average heat transfer by around 35% compared
with the experimental results. However, there are two notable

Fig. 8 Effect of grid size on Nusselt number distributions
exceptions—first, the standard k-� model �with enhanced wall

JULY 2010, Vol. 132 / 031023-5
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treatment�, which underpredicted Nusselt numbers by 20%, and
second, the standard k-� model, which agreed to within 5% of the
measured values over the entire blade tip, except in the low heat
transfer region. These two solutions, while achieving much closer
Nusselt number magnitudes than the other turbulence models,
both underpredicted the size of the separation region over the
pressure side edge, placing the peak in heat transfer too close to
the edge. These effects appear to be linked to a higher predicted
turbulent viscosity and turbulent kinetic energy production in the
pressure side tip region with the standard k-� and standard k-�
models, both of which predicted turbulent viscosities an order of
magnitude greater than the other turbulence models, as illustrated
in Fig. 12. Interestingly, this may also account for the underpre-
dicted extent of the separated flow in this region.

The relative performance of the turbulence models is quantified
in Fig. 13. Here, the average mean absolute error in Nusselt num-
ber over the region where experimental data were collected is
plotted. It should be noted that although the conclusions from the
present study with regard to the accuracy of the different turbu-
lence models appears to contradict those of the similar study by
Yang et al. �11�, the relative magnitudes of heat transfer predicted
by the standard k-�, the RNG k-�, and the Reynolds stress model
are the same �standard k-� predicted the highest heat transfer co-
efficients, RSM the lowest�. The inconsistency, therefore, lies not
in the simulations themselves, but rather in how the experimental
data compare with the computational results in the two studies.

lt number distributions using different turbu-
Fig. 10 Comparison of predicted blade tip Nusse
ig. 9 Nusselt number distributions showing the effect of the
Transactions of the ASME
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Summary and Conclusions
In this paper, the computational simulation of blade tip heat

ransfer on an unshrouded, flat tip turbine blade in a linear cascade
as performed using multiblock hexahedral meshes in FLUENT 6.3.
he blade profile used is representative of a HP turbine blade from
modern aeroengine. Grid independence was tested and con-

Fig. 11 Percentage difference between predic
selt number distributions using different turbu
Fig. 12 Turbulent viscosity „Pa s… at the tip gap midplane
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firmed by the use of three meshes of varying refinements. The
effect of the turbulence model on the heat transfer predictions was
investigated by a thorough test of seven different models, and the
veracity of the prediction assessed by comparison against experi-
mental heat transfer data collected using the Oxford superscale
cascade.

All of the expected flow features were correctly predicted, in-
cluding the passage vortex, tip leakage vortex, and pressure side
tip separation bubble. The simulations run with a moving endwall
captured the effects observed experimentally with the moving
belt; namely, an increase in the peak local Nusselt number and a
reduction in size of the pressure side separation.

All seven turbulence models tested gave the correct qualitative
distribution. Of these, the standard k-� model performed the best,
with a discrepancy in Nusselt number of just 5%, followed by the
standard k-� model, with a 20% error. The other models tested
were very similar and gave errors of around 35%.

It is recommended that investigators computing similar flow
fields try the standard k-� model first before comparing the pre-
dictions with those given by other models. Those with, for ex-
ample, squealer tips are advised to consult Ref. �12� before pro-
ceeding, as the conclusions reached here may not necessarily

and experimentally measured blade tip Nus-
ce models
ted
len
apply.
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omenclature
As 	 tip surface area, m2

Cax 	 axial chord, m
� 	 emissivity

�eff 	 effective emissivity
h 	 heat transfer coefficient, W m−2 K−1

I 	 heater supply current, A
k 	 thermal conductivity, W m−1 K−1


 	 dynamic viscosity, Pa s
Nu 	 Nusselt number �=hCax /k�
qtip 	 heat flux through the tip surface, W m−2

R 	 heater resistance, �
Re 	 Reynolds number �=�exCax /
�
� 	 Stefan–Boltzmann constant

�=5.670�108 W m−2 K−4�
Tw 	 local wall temperature, °C
Tg 	 upstream gas temperature, °C
�w 	 wall shear stress, N m−2

u�
	 friction velocity �=��w /��, m s−1

V 	 heater supply voltage, V
vex 	 cascade exit velocity, m s−1

y 	 distance to the wall, m
y+ 	 nondimensional distance to the wall �=�yu� /
�
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